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Geoengineering using solar radiation management (SRM) is gaining interest as a 6 

potential strategy to reduce future climate change impacts1-3.  Basic physics and past 7 

observations suggest that reducing insolation will, on average, cool the Earth.  It is 8 

uncertain, however, whether SRM can reduce climate change stressors such as sea-level 9 

rise or rates of surface air temperature changes1,4-6.  Here we use an Earth system model 10 

of intermediate complexity to quantify the possible response of sea levels and surface air 11 

temperatures to projected climate forcings7 and SRM strategies.  We find that SRM 12 

strategies introduce a potentially strong tension between the objectives to reduce (i) the 13 

rate of temperature change and (ii) sea-level rise.  This tension arises primarily because 14 

surface air temperatures respond faster to radiative forcings than sea levels.  Our 15 

results show that the forcing required to stop sea-level rise could cause a rapid cooling 16 

with a rate similar to the peak business-as-usual warming rate. In addition, termination 17 

of SRM was found to produce warming rates up to five times greater than the 18 

maximum rates under the business-as-usual CO2 scenario, whereas sea-level rise rates 19 

were only 30% higher. Reducing these risks requires a slow phase-out of many decades 20 

and thus commits future generations.  21 

22 
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Geoengineering via solar radiation management (SRM) has been proposed as a means to 23 

address climate change impacts3,8,  Past studies analyzed a wide range of SRM objectives 24 

including: returning global average temperature to the pre-industrial9-10, holding global 25 

average temperature constant11-12, limiting sea-level rise13, to maximizing economic net-26 

benefits14-15.  It has been claimed that SRM might be designed to be Pareto improving15 (i.e., 27 

no region would be worse off).  Other studies point out, however, that there could be 28 

“international conflicts over some geoengineering”16.  Previous work has questioned whether 29 

there could be “geoengineering wars”14 and conclude that a “credible threat of unilateral 30 

geoengineering” (e.g., by a “rogue nation”) may change the incentives for a global reduction 31 

in greenhouse gas emissions17.  These studies have broken important new ground, but they 32 

are mostly silent on climate stressors beyond surface air temperatures, precipitation, or sea-33 

level rise.  However, the rate of surface air temperature changes18 may be a key determinant 34 

of climate change impacts.  This raises two important questions: (i) How large are the 35 

potential conflicts between regions primarily concerned with rising sea levels19 and the rates 36 

of surface air temperature?  (ii) How large are the potential conflicts across generations due 37 

to the need to maintain SRM (even in cases when serious negative impacts of SRM are 38 

discovered) to avoid potentially damaging abrupt warmings? 39 

Fundamental physical reasoning suggests there is a potentially strong tension between two 40 

key determinants of climate change impacts: (i) the rate of surface air temperature changes18 41 

and (ii) sea levels19.  A key factor controlling sea-level rise is oceanic thermal expansion20, 42 

which is a delayed response to changes in surface air temperatures due to relatively slow heat 43 

uptake by the ocean.  Thus, surface air temperatures react faster than sea levels to changes in 44 

Earth’s radiative balance.  This divergence of response-time scales implies that the radiative 45 

forcings required to achieve surface air temperature targets might not match the requirements 46 

for achieving sea level targets.  As a result, SRM has the potential to result in conflicts 47 
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between decision-makers primarily concerned about sea-level rise vs. the rate of temperature 48 

change.  Finding a Pareto improving policy might be difficult. 49 

We quantify the tension between the objectives to reduce the rate of surface temperature 50 

warming and sea-level rise using an intermediate complexity climate model (UVic21-22).  We 51 

project possible future trends in global surface air temperature and sea-level rise for multiple 52 

SRM as well as greenhouse gas mitigation strategies.  We create 120 SRM geoengineering 53 

scenarios varying three determinants of SRM strategies: the forcing target, the phase-in time, 54 

and the phase-out time in case geoengineering is phased out.  (Cf. the methods section for 55 

details of the scenarios). The considered forcings result in a wide range of surface air 56 

temperature and sea level trajectories.  The different phase-in times range from multiple 57 

decades to a quite rapid deployment, similar to strategies discussed in response to a potential 58 

climate emergency8,23.  We allow for the possibility that SRM geoengineering may be phased 59 

out or shut-down due to an unanticipated negative impact or some catastrophe that renders 60 

SRM geoengineering impossible9. We apply these strategies to the representative 61 

concentration pathway (RCP) 8.5 (an approximation for a “business-as-usual” strategy where 62 

greenhouse gas emissions grow unmitigated) and compare to the other RCP scenarios, which 63 

approximate mitigation scenarios with considerable reduction in greenhouse gas emissions7. 64 

The SRM strategies in this study are named in the same way as the RCP scenarios, i.e. RCP 6 65 

and GEO 6 both have approximately +6 Wm-2 of radiative forcing at 2100 but GEO 6 has the 66 

same greenhouse gas concentrations as RCP 8.5.   67 

Analysis of the model results suggests the SRM forcing required to halt sea-level rise is 68 

greater than the forcing required to halt surface warming (Figure 1).  The two SRM scenarios 69 

plotted represent two distinct objectives: (i) to stop sea-level rise (GEO 0) and (ii) to stop 70 

surface air temperature rise (GEO 3).  Both SRM scenarios are phased in with an e-folding 71 

time of five years.  We find that the RCP scenario with the greatest reduction in greenhouse 72 
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gas forcings (RCP 3) is insufficient to halt sea-level rise.  We find the scenario designed to 73 

stop sea-level rise (GEO 0) produces a considerable transient cooling with a rate of 74 

temperature change double the peak business-as-usual warming. 75 

The responses of global average surface air temperature and sea levels depend on the SRM 76 

scenarios (Figure 2).  All considered scenarios have a target forcing which equals the RCP 77 

8.5 forcing (GEO 0), and the fastest phase-in rate and no phase-out is applied unless 78 

otherwise stated.  The forcing target has the greatest effect on surface air temperatures and 79 

sea-level rise by 2100 and a rapid cooling begins at 2030 for the stronger forcing targets. The 80 

rapid cooling can be reduced with a longer phase-in interval.  The phase-in duration has only 81 

a minor effect on surface air temperatures in 2100, but a slower phase-in leads to a greater 82 

sea-level rise over the 21st century (cf. supplementary figure 1).  An abrupt termination of 83 

SRM would result in warming five times greater than the maximum projected warming using 84 

the RCP 8.5 scenario.  Increasing the duration of the phase-out interval significantly reduces 85 

these warming rates, but all cases exceed the maximum RCP 8.5 rate of warming by 2100 86 

(supplementary figure 1).  The effect on sea level is much less dramatic with sea level still 87 

significantly below RCP 8.5 levels by 2100 and the maximum rate of sea-level rise after 88 

phase-out is around 30% higher than under the RCP 8.5 scenario (not shown).  89 

Previous studies argue that a key advantage of SRM is that it can be switched off quickly 90 

in case of negative consequences1,11.  Such discontinuous SRM can, however, cause abrupt 91 

and potentially disruptive warming6,9 (Figure 3).  When terminating SRM, the resultant rate 92 

of warming depends strongly on the target goal, as well as the duration and timing of the 93 

phase-out period (see supplementary figure 2).  As an example: to stay below a maximum 94 

acceptable warming rate of 0.15 K per year (well above what some have judged to be outside 95 

a “tolerable window”24) with the maximum forcing target would require a phase-out 96 
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timescale (e-folding time) of more than 20 years. (This result is robust to the consideration of 97 

several alternatives to the exponential decay function, cf. supplementary figure 3).  98 

The different response time scales of sea levels and surface air temperatures introduce a 99 

potential tension between the goals of reducing sea-level rise and minimizing the rate of 100 

surface air temperature change (Figure 4).  Strong mitigation reduces both the maximum rate 101 

of temperature change and the maximum sea-level rise.  For example, the RCP 3 scenario 102 

approximately halves the impact for both of these variables compared to the RCP 8.5 103 

scenario.  The strong and persistent SRM scenarios can reduce sea-level rise more than the 104 

strong mitigation scenarios, but at a cost of increased rates of temperature change (rapid 105 

cooling) and the additional risk of drastically increased warming rates when terminating 106 

SRM.  Shorter phase-in times with strong forcing can cause a rapid cooling and the peak rate 107 

of temperature recorded will be from this cooling, however with shorter phase-in times the 108 

sea level will be lower for the same target forcing (see supplementary figure 4).  109 

Discontinuous SRM geoengineering can result in rapid warming with a rate of up to five 110 

times greater than projected under RCP 8.5.  Stopping SRM also results in higher sea levels.   111 

Some have argued that combining SRM with greenhouse gas mitigation might be a 112 

promising or “low risk” strategy to limit sea-level rise and surface temperature changes1,13.  113 

Our analyses show that SRM strategies can introduce potentially nontrivial conflicts across 114 

space and time.  Potential spatial conflicts are introduced by the strong tension between the 115 

objectives to limit the rate of surface air temperature changes and sea-level rise.  Potential 116 

temporal conflicts arise from the commitment to maintain SRM for considerable times to 117 

avoid abrupt warming upon SRM termination.  118 

 Methods 119 
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We use the UVic Earth System Model of Intermediate Complexity21.  The thermosteric sea-120 

level rise component is calculated from ocean density derived from the model’s temperature 121 

and salinity fields.  We approximate the other sea level contributions following IPCC 122 

methodology20 (chapter 10; section 6 and appendix A).  This method uses global average 123 

temperature to simulate the response of the glaciers and ice-caps, and the Greenland and 124 

Antarctic Ice sheets to changing climate conditions (cf. the supplementary materials).  The 125 

120 SRM geoengineering scenarios we developed have three controls: target forcing, phase-126 

in time, and phase-out time.  The target forcing is the combined forcing of the RCP 8.5 127 

scenario and the insolation change at equilibrium; we investigated target forcings of 5.75, 3, 128 

1.5, 0, and -1 Wm-2. The SRM forcing is applied at 2030 as an exponential decay to full 129 

forcing with phase-in times of 5, 10, 15, and 20 years. The phase-out of SRM forcing occurs 130 

at 2070, if it is phased-out, and follows an exponential decay with phase-out times of 2.5, 5, 131 

10, 20, 40 years. See the supplementary materials for more details.  132 

All figures show data smoothed by a running five year backwards average and rates of 133 

change are calculated from the per-year change in the smoothed data.  134 
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Figure Captions 226 

Figure 1. Hindcasts and projections of globally average surface air temperature (a), rate of 227 

temperature change (b), and sea-level rise (c), compared against observational data25-26.  The 228 

geoengineering scenarios have the same greenhouse forcing as RCP 8.5 but with -5.5 Wm-2 229 

and -8.5 Wm-2 of geoengineering forcing, for GEO 3 Wm-2 and GEO 0 Wm-2 respectively, so 230 

that GEO 3 and RCP 3 have roughly the same total forcing at 2100. Forcing is applied with 231 

an e-folding time of five years for both cases. 232 

 233 

Figure 2. Sensitivity of the global average temperature (a, c) and sea-level rise (b, d) to two 234 

controls on the geoengineering scenarios: strength of forcing (a and b) and shut-down e-235 

folding time (b and d).  The base geoengineering scenario, common to each panel, has a 236 

forcing of zero Wm-2 relative to pre-industrial, a phase-in e-folding time of five years, and 237 

does not phase-out. 238 

 239 

Figure 3. The maximum warming rate for the period 2030 to 2100 as a function of the target 240 

forcing and the rate of phase-out.  The geoengineering scenarios plotted all have a phase-in 241 

rate of five years. The black horizontal lines show the average rate of warming observed from 242 

1960 to 2009. 243 

 244 

Figure 4. The response of the maximum rate of temperature change and the maximum sea-245 

level rise to the SRM scenarios.  The RCP scenarios are plotted with an arrow indicating the 246 

direction of increasing mitigation from RCP 8.5 to RCP 3. Geoengineering scenarios are 247 

plotted for a range of target forcings with increasing strength indicated by an arrow. The 248 
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lower and upper line of points show continuous and discontinuous forcing with a phase-out 249 

time of five years, and the polygon shows the range of behaviour for longer phase-out times.  250 

Points with a positive (negative) rate of temperature change are shown by a filled (open) 251 

symbol.  The green dot represents the observations between 1980 and 2009 derived by linear 252 

trends to the observations25-26. 253 


